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ABSTRACT
Most existing deep learning models are trained based on the closed-
world assumption, where the test data is assumed to be drawn
i.i.d. from the same distribution as the training data, known as in-
distribution (ID). However, when models are deployed in an open-
world scenario, test samples can be out-of-distribution (OOD) and
therefore should be handled with caution. To detect such OOD sam-
ples drawn from unknown distribution, OOD detection has received
increasing attention lately. However, current endeavors mostly fo-
cus on grid-structured data and its application for graph-structured
data remains under-explored. Considering the fact that data labeling
on graphs is commonly time-expensive and labor-intensive, in this
work we study the problem of unsupervised graph OOD detection,
aiming at detecting OOD graphs solely based on unlabeled ID data.
To achieve this goal, we develop a new graph contrastive learning
framework GOOD-D for detecting OOD graphs without using any
ground-truth labels. By performing hierarchical contrastive learn-
ing on the augmented graphs generated by our perturbation-free
graph data augmentation method, GOOD-D is able to capture the
latent ID patterns and accurately detect OOD graphs based on the
semantic inconsistency in different granularities (i.e., node-level,
graph-level, and group-level). As a pioneeringwork in unsupervised
graph-level OOD detection, we build a comprehensive benchmark
to compare our proposed approach with different state-of-the-art
methods. The experiment results demonstrate the superiority of
our approach over different methods on various datasets.
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Figure 1: Toy examples of (a) ID graphs (𝐺𝑎 - 𝐺𝑑 ) and OOD
graphs (𝐺𝑥 - 𝐺𝑧 ); and (b) perturbation-based augmentations
(e.g., feature modification (FM), edge modification (EM), and
graph diffusion (GD)) introducing OOD samples.
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1 INTRODUCTION
Nowadays, graphs are ubiquitous in various real-world scenarios,
including but not limited to social network analysis [13], molec-
ular chemistry inference [47], recommendation [53], and robot-
ics [21]. Expanding deep learning techniques to graph-structured
data, graph neural networks (GNNs) have attracted significant re-
search interests in recent years [18, 45, 50]. Based on the message
passing scheme, GNNs encode attributive and structural informa-
tion by feature transformation and message propagation to learn
high-level node/graph embeddings, which can be further used for
various downstream tasks [13]. Attributed to their powerful rep-
resentation ability and flexibility, GNNs have shown remarkable
performance in many graph analytic tasks, such as graph classifica-
tion [50], link prediction [56], and node classification [18].

Despite the prevalence of GNNs for deep graph learning, sim-
ilar to other modern machine learning models, GNN-based deep
graph learning models deployed in the open world often strug-
gle with out-of-distribution (OOD) input samples from a different
distribution that the model has not been exposed to during train-
ing. Ideally, a reliable machine learning system should not only
accurately classify known in-distribution (ID) samples, but also
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be aware of “unknown” OOD inputs during the inference time.
This gives rise to the importance of OOD detection, which deter-
mines whether an input is ID or OOD and enables the model to
take precautions [22, 36, 62]. Recently OOD detection has received
increasing attention in images [16, 37] or text [62] domain, while it
is substantially less investigated on graph-structured data. Though
few recent works [39, 58] in semi-supervised node classification
could be used to detect OOD samples, their effectiveness is only
confined to node-level detection and largely relies on labeled ID
data. It is infeasible to directly apply those methods to detecting
OOD graphs, especially when considering the scarcity of class la-
bels and OOD samples. Hence, a natural research question to ask
is "Can we effectively detect OOD graphs solely based on unlabeled
in-distribution data?"

Motivated by the recent progress of self-supervised learning for
unsupervised graph representation learning, in this paper, we aim to
answer the question by exploring the potential of graph contrastive
learning (GCL) for detecting OOD graphs. However, it remains
a non-trivial research task, mainly due to the following two rea-
sons: (1) prevailing graph self-supervised learning, especially GCL
methods commonly adopt arbitrary augmentations (e.g., feature
modification, node/edge dropping, and graph diffusion) to obtain
augmented views of the input graph [8, 14, 63]. Such augmentations,
as shown in Fig. 1(b), may unexpectedly perturb both structural and
semantic patterns of the graph, which in turn introduces undesired
OOD samples [12]. As an example in molecular graphs, perturbing
the connection of aspirin might introduce a new molecule with
totally different properties, such as five-membered lactone. Hence,
proposing a principled perturbation-free graph augmentation ap-
proach is a necessity of learning expressive graph representations
and further detecting OOD samples; (2) Existing GCL methods pre-
dominantly focus on instance-level contrast to achieve node/graph-
wise discrimination among all the inputs [33, 52, 63], which is not
well aligned with the objective of OOD detection. As illustrated in
Fig. 1(a), in real-world scenarios, OOD graphs may violate the latent
patterns of ID graphs in different granularities, such as node-level
variation (e.g.𝐺𝑥 ), graph-level redundant connection (e.g.𝐺𝑦 ), and
cluster-deviated samples (e.g. 𝐺𝑧 ). In order to accurately detect di-
verse OOD graphs during inference, the GCL algorithm is supposed
to not only learn expressive node/graph representations based on
the augmented graphs, but also consolidate the semantic manifolds
(i.e., intra-cluster compactness and inter-cluster separability) of the
ID data. Nonetheless, such an unsupervised GCL algorithm as well
as the scoring function for detecting OOD graphs have yet to be
proposed and investigated.

In this paper, we make the first attempt to solve the problem of
unsupervised graph-level OOD detection. To counter the aforemen-
tioned challenges, we propose a novel Graph Out-Of-Distribution
Detection method, namely GOOD-D. Our theme is to capture the
latent patterns shared by ID graphs via hierarchical contrastive
learning with perturbation-free data augmentation. To address the
first challenge, we design a perturbation-free data augmentation
method to enable graph self-supervised learning without introduc-
ing detrimental perturbations. Specifically, we generate a structure
view of the input graph by rewriting the features of each node with
the pre-computed high-level structural encodings. By maximizing

the agreement between the representations learned from the struc-
ture view and the original graph (i.e., feature view), the model will
learn to extract consistent representations from the different views
of an ID graph. To address the second challenge, we propose a hi-
erarchical graph contrastive learning algorithm, which not only
enables node and graph-level contrasts to learn expressive node and
graph representations, but also incorporates group-level contrast
to enhance the semantic manifold of the ID data. Thus for each test
graph sample, its node-level and graph-level disagreement between
two different views as well as the group-level disconfirmation to
the ID data semantic manifold can be leveraged as an indicative
OOD scoring function. To automatically control the contribution
of the hierarchical contrastive learning at each granularity, we fur-
ther equip the hierarchical contrastive learning component with an
adaptive learning loss. Finally, we construct a comprehensive bench-
mark for graph-level OOD detection based on real-world datasets
from diverse domains to evaluate the effectiveness of our proposed
framework against state-of-the-art methods. Based upon it, we con-
duct extensive experiments to demonstrate the superiority of our
approach. In summary, our major contributions are three-fold:
• Problem:We formally formulate the graph-level OOD detection
problem and build a set of benchmarking datasets for evaluation,
which can shed good light on the following research in this field.

• Algorithm: We propose a self-supervised graph OOD detection
framework, i.e., GOOD-D, which can learn expressive ID dis-
tribution and measure the OOD scores for different inputs by
performing hierarchical contrastive learning with perturbation-
free graph data augmentation.

• Evaluations:We conduct extensive experiments on a range of
benchmarks to demonstrate the superior performance of GOOD-
D over the state-of-the-art methods.

2 RELATEDWORK
Graph Neural Networks. Graph neural networks (GNNs) have
attracted increasing research attention due to their capability to
model graph-structured data [13, 18, 45, 48, 50]. A branch of meth-
ods termed spectral-based GNNs defines graph convolution based
on spectral graph theory [4, 18]. For example, GCN [18] performs
convolutional operation via the first-order approximation of Cheby-
shev polynomial filter [4]. SGC [48] further simplifies the graph
convolution to a linear operation. Another family of models termed
spatial-basedGNNs performs graph convolution by aggregating and
transforming local information [13, 45, 50]. For instance, GAT [45]
introduces the attention mechanism to allocate weights for neigh-
bors in local aggregation. GIN [50] boosts the expressive power of
GNNs by utilizing an injective summation operation to aggregate
neighboring information. Some recent works try to improve from
different perspectives, including scalability [54], trustworthy [55],
and architecture design [59].
Out-of-distributionDetection. Out-of-distribution (OOD) detec-
tion aims to discriminate the test samples that are far from the distri-
bution of training samples. According to the availability of ground-
truth labels during training phase, we can divide OOD detection
methods into two types, i.e., supervised methods and unsupervised
methods [37, 49]. Supervised methods [16, 22] leverage fine-grained
labels to model the distribution of in-distribution (ID) data detect
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the OOD samples in the learned feature space. Unsupervised meth-
ods capture the distribution of ID data via reconstruction-based
models [36], one-class classification [35], probabilistic models [34],
and self-supervised learning [37, 62]. Considering the expensive
cost of label annotation [37], this paper investigates unsupervised
OOD detection, which is a more practical but also more challenging
scenario compared to the supervised counterpart.

While extensive OOD detection methods are developed for vi-
sion [22, 37, 49] and language [62] data, how to identify OOD
samples on graph-structured data is still under-explored. There is a
line of studies [11, 19] aim to generalize GNNs to OOD data under
distribution shifts. However, these methods focus on improving
the generalization ability of GNNs on certain downstream tasks
(e.g., node classification) rather than identifying the OOD samples.
Another related research topic is graph anomaly detection, which
can be regarded as a subfield of OOD detection [5, 6, 26, 57]. Graph
anomaly detection focuses on detecting malicious data from real-
world systems (e.g., fraud or spam data) [28] or the tail samples
belonging to minority categories [29]. By contrast, graph OOD de-
tection is a more general and challenging task, since malicious/tail
samples can be regarded as the subtypes of OOD data [37]. In this
paper, we consider several anomaly detection methods [29, 57] for
comparison, and also verify the effectiveness our method on both
OOD detection and anomaly detection tasks.
Graph Contrastive Learning. As an important branch of graph
self-supervised learning [24, 25], graph contrastive learning (GCL)
has shown to be an effective technique for unsupervised graph
representation learning [7, 14, 33, 40, 44, 52, 60, 61, 63]. A general
pipeline of GCL methods is to generate multiple graph views via
data augmentation and then maximize the cross-view mutual agree-
ment between samples with similar semantics [7, 14, 52, 61, 63].
Apart from representation learning, GCL also benefits various
graph-related applications, such as recommendation systems [53],
drug interaction learning [47], and graph structure learning [27].
In this paper, we apply GCL to graph-level OOD detection tasks by
innovatively equipping GCL with structure-based perturbation-free
augmentation and hierarchical contrast.

3 PROBLEM DEFINITION
Before formulating the research problem, we first provide some
necessary notations. Let 𝐺 = (V, E,X) represent a graph, where
V is the set of nodes and E is the set of edges. The node features
are represented by the feature matrix X ∈ R𝑛×𝑑𝑓 , where 𝑛 = |V| is
the number of nodes and 𝑑𝑓 is the feature dimension. The structure
information can also be described by an adjacencymatrixA ∈ R𝑛×𝑛 ,
so a graph can be alternatively represented by 𝐺 = (A,X).

In this paper, we focus on the unsupervised graph-level out-of-
distribution (OOD) detection problem, which can be formulated as:

Definition 3.1 (Unsupervised graph-level OOD detection). We as-
sume that we have an ID dataset D𝑖𝑛 = {𝐺𝑖𝑛1 , · · · 𝐺

𝑖𝑛
𝑁1

} where
graphs are sampled from a certain distribution P𝑖𝑛 and an OOD
dataset D𝑜𝑢𝑡 = {𝐺𝑜𝑢𝑡1 , · · · 𝐺𝑜𝑢𝑡

𝑁2
} where graphs are sampled from

an OOD distribution P𝑜𝑢𝑡 . Given a graph𝐺 , the goal is to correctly
identify its source distribution (i.e., P𝑖𝑛 or P𝑜𝑢𝑡 ). Concretely, a scor-
ing function 𝑓 (·) is learned to generate an OOD detection score

𝑠 = 𝑓 (𝐺) for an input graph 𝐺 , where a larger 𝑠 indicates a higher
probability that𝐺 is from P𝑜𝑢𝑡 . In practice, the scoring function (i.e.
learning model) is trained only on ID dataset D𝑖𝑛

𝑡𝑟𝑎𝑖𝑛
⊂ D𝑖𝑛 and is

evaluated on a test set containingD𝑖𝑛
𝑡𝑒𝑠𝑡 ⊂ D𝑖𝑛 (D𝑖𝑛

𝑡𝑒𝑠𝑡∩D𝑖𝑛
𝑡𝑟𝑎𝑖𝑛

= ∅)
and D𝑜𝑢𝑡

𝑡𝑒𝑠𝑡 ⊂ D𝑜𝑢𝑡 .

Note that graph data from P𝑖𝑛 and P𝑜𝑢𝑡 may belong to one
or more categories. Since we investigate the unsupervised OOD
problem, all the category-based labels are not considered.

4 METHODOLOGY
In this section, we introduce our proposed novel Graph Out-Of-
Distribution Detection (GOOD-D) method. The overall pipeline of
GOOD-D is illustrated in Fig. 2. For each input graph sample, we
first construct feature view and structure view via perturbation-free
graph data augmentation. Then, node embeddings and graph em-
beddings are generated by two GNN-based encoders (F𝑓 and F𝑠 )
and readout functions (R). After that, we conduct hierarchical con-
trastive learning at three different levels, i.e., node level, graph level,
and group level, which maximizes the intra- and inter- graph agree-
ment from multiple perspectives. Finally, the OOD detection score
𝑠 is estimated by an adaptive scoring mechanism that aggregates
the contrastive errors at three levels. In the following sub-sections,
we will introduce the design of GOOD-D in detail.

4.1 Perturbation-free Graph Data
Augmentation

The core of contrastive learning is to maximize the agreement be-
tween samples in two different views [3]. To construct views with
different contents, a general solution is data augmentation, i.e., gen-
erating views with stochastic data transformation [15]. For graph
data, conventional augmentations are mainly based on random data
perturbation, such as edge perturbation [44], node dropping [52],
subgraph extraction [33], graph diffusion [14], and feature modi-
fication [63]. Through maximizing the agreement between a graph
and its augmented view, the GCL model can learn high-quality
representations which are invariant to the perturbations [52].

Although such perturbation invariance is usually conducive to
representation learning, it may not always benefit OOD detection.
The data perturbation on graphs, unexpectedly, can create unde-
sired OOD graphs from original ID graphs, since the ID and OOD
data are sometimes similar and can be transformed to each other
with few modifications [1]. Guided by the objective of contrastive
learning, transformed graphs are enforced to have similar embed-
dings to the original ones, making the model less sensitive to the
difference between ID data and potential OOD data [12]. In this
case, the perturbation-based data augmentations would deteriorate
rather than boost the performance of OOD detection.

To address the above issue, we propose a perturbation-free graph
augmentation strategy specialized in contrastive OOD detection.
Following our new augmentation strategy, two fixed, distinct, and
informative views are constructed from node features and graph
structure perspectives respectively. Specifically, given a graph 𝐺 ,
the feature view is directly built by integrating the node features
and adjacency matrix, i.e.,𝐺 𝑓 = (A,X). To construct the structure
view, we extract node-level structural encodings from the graph
structure and combine themwith adjacency matrix, i.e.,𝐺𝑠 = (A, S),



WSDM ’23, February 27–March 3, 2023, Singapore, Singapore. Liu et al.

ℒ!"#$%

Node feature
Structural encoding

Node embedding
Graph embedding Group prototype

Group-space embedding

ℱ&

ℒ!"'%(

ℛ

ℛℱ)

…

Input graphs

ℒ*#+,Perturbation-free
augmentation

Feature view

Structure view
$

OOD score

Figure 2: An overall illustration of the proposed method GOOD-D.

where S ∈ R𝑛×𝑑𝑠 is a structural encoding matrix and each row s𝑖
indicates a 𝑑𝑠 -dimensional structural encoding vector that incorpo-
rates structure-related properties of the corresponding node 𝑣𝑖 .

To capture universal topological patterns from graph structure,
we jointly consider global and local structural information when
generating structural encodings. To capture global structural in-
formation, we use a random walk diffusion process to build global
structural encodings [10]. Concretely, the encoding s(𝑟𝑤)

𝑖
of node

𝑣𝑖 can be acquired by collecting the diagonal elements of multi-step
random walk-based graph diffusion matrices:

s(𝑟𝑤)
𝑖

=

[
T𝑖𝑖 ,T2𝑖𝑖 , · · · ,T

𝑑
(𝑟𝑤)
𝑠

𝑖𝑖

]
∈ R𝑑

(𝑟𝑤)
𝑠 , (1)

where T = AD−1 is the random walk transition matrix, D is the
diagonal degree matrix such that D𝑖𝑖 =

∑
𝑗 A𝑖 𝑗 , and 𝑑

(𝑟𝑤)
𝑠 is the

dimension of random walk-based global structural encodings. At-
tributed to the characteristic of graph diffusion, the global encodings
represent the unique global role (e.g., central node or tail node) for
each node. To capture local structural information, we define local
structural encodings as the one-hot vector of node degrees [33, 50]:

s(𝑑𝑔)
𝑖𝑘

=

{
1, 𝑘 = D𝑖𝑖 or 𝑘 = 𝑑

(𝑑𝑔)
𝑠 < D𝑖𝑖

0, 𝑘 ≠ D𝑖𝑖
, (2)

where s(𝑑𝑔)
𝑖𝑘

is the 𝑘-th element of degree-based local structure

encoding vector s(𝑑𝑔)
𝑖

for node 𝑣𝑖 and 𝑑
(𝑑𝑔)
𝑠 is the dimension of

degree-based local structural encodings. The degree indicates the
popularity of each node, representing its local role from a neighbor-
ing subgraph. Finally, the structural encoding is acquired by con-
catenating the global and local encodings, i.e., s𝑖 = [s(𝑟𝑤)

𝑖
| |s(𝑑𝑔)
𝑖

].
It is worth noting that our approach is agnostic to the definition
of structural encoding, meaning that diverse structural encodings
(such as distance [51] and Laplacian eigenvectors [9]) can be applied
to GOOD-D. We leave this technical extension for future works.

4.2 Hierarchical Graph Contrastive Learning
Given two graph views 𝐺 𝑓 and 𝐺𝑠 , our proposed hierarchical con-
trastive learning model first extracts node embeddings and graph
embeddings with GNN encoders and readout function, and then con-
ducts hierarchical contrastive learning at three different levels, i.e.,
node level, graph level, and group level.

4.2.1 GNN encoders and readout function. To effectively extract
informative node embeddings from two graph views, we utilize two

parallel GNN encoders (denoted as feature-view encoder F𝑓 and
structure-view encoder F𝑠 ) for representation learning. Different
from most GCL frameworks with weight-shared encoders [33, 52,
63], in GOOD-D, the weights of F𝑓 and F𝑠 are independent to
each other. The reason is that feature view and structure view have
different contents and input feature spaces, and it would be harmful
to encode distinct information with the same set of parameters.

Considering its powerful expression ability, we employ GIN [50]
(𝜖 = 0 for simplicity) as GNN encoders. Taking F𝑓 as an example,
the propagation rule in the 𝑙-th layer of GIN can be expressed as:

h(𝑓 ,𝑙)
𝑖

= MLP(𝑓 ,𝑙) ©«h(𝑓 ,𝑙−1)𝑖
+

∑︁
𝑣𝑗 ∈N(𝑣𝑖 )

h(𝑓 ,𝑙−1)
𝑗

ª®¬ , (3)

where h(𝑓 ,𝑙)
𝑖

is the interval embedding of node 𝑣𝑖 at the 𝑙-th layer
of feature-view encoder F𝑓 , N(𝑣𝑖 ) is the set of first-order neigh-
borhood nodes of node 𝑣𝑖 , and MLP is a two-layer multi-layer
perceptron (MLP) network. We set h(𝑓 ,0)

𝑖
= x𝑖 in F𝑓 and h

(𝑠,0)
𝑖

= s𝑖
in F𝑠 . Given an 𝐿-layer F𝑓 , the final feature-view node embedding
of node 𝑣𝑖 is acquired by concatenating the interval embeddings at
each layer, i.e., h(𝑓 )

𝑖
= [h(𝑓 ,1)

𝑖
| | · · · | |h(𝑓 ,𝐿)

𝑖
], and we can compute

structure-view node embedding h(𝑠)
𝑖

in the same way.
After we get the node embeddings, we use a readout function

to acquire the graph embedding. Following GIN [50], we employ
summation as our readout function, which can be represented by:

h(𝑓 )
𝐺

=
∑︁
𝑣𝑖 ∈V𝐺

h(𝑓 )
𝑖
, h(𝑠)

𝐺
=

∑︁
𝑣𝑖 ∈V𝐺

h(𝑠)
𝑖
, (4)

where h(𝑓 )
𝐺

and h(𝑠)
𝐺

is the feature- and structure- view graph em-
bedding of input graph𝐺 respectively, andV𝐺 is the node set of𝐺 .

4.2.2 Hierarchical Graph Contrastive Learning. Our core idea is
to capture the common patterns of training ID data through con-
trastive learning, such that the OOD data samples that violate these
patterns can be easily exposed during inference. Most existing GCL
methods conduct contrast at a single scale level, e.g., node level [63],
subgraph level [33], and graph level [52]. Some GCL methods lever-
age cross-level contrast [14, 44] to extract inter-scale knowledge
within a graph. Despite their success in representation learning,
these methods may suffer from sub-optimal OOD detection per-
formance due to the following misalignment. Firstly, existing GCL
methods mainly employ instance-level discrimination, ignoring the
intra-cluster compactness and inter-cluster separability of ID data.
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However, such semantic manifolds are significant for OOD detec-
tion, since OOD samples usually appear as cluster-deviated samples
of ID data [19]. Moreover, most GCL methods conduct contrastive
learning at a single scale, while the distinguishable graph patterns
exist at multiple levels due to the diversity of OOD data [29].

To overcome these shortages, we propose a novel hierarchical
contrastive learning method for graph OOD detection. To model
semantic manifolds of ID data, we establish a group-level contrast
mechanism that maximizes the agreement between each sample
and its clustering prototype. To capture the patterns at multiple
levels, we conduct contrastive learning at three different levels, i.e.,
node level, graph level, and group level.

Node-level contrast aims to find the intrinsic patterns from the
perspective of nodes within a single graph. To this end, the learning
objective is to maximize the agreement between the embeddings
belonging to the same node on two views. To conduct contrast in
a specific latent space, we first map h(𝑓 )

𝑖
and h(𝑠)

𝑖
into node-space

embeddings z(𝑓 )
𝑖

and z(𝑠)
𝑖

with MLP-based projection networks.
After that, an InfoNCE-like [3, 63] node-level contrastive loss is
built to maximize the node-level agreement:

L𝑛𝑜𝑑𝑒 =
1
|B|

∑︁
𝐺 𝑗 ∈B

1
2|V𝐺 𝑗

|
∑︁

𝑣𝑖 ∈V𝐺𝑗

[
ℓ (z(𝑓 )

𝑖
, z(𝑠)
𝑖

) + ℓ (z(𝑠)
𝑖
, z(𝑓 )
𝑖

)
]
,

ℓ (z(𝑓 )
𝑖
, z(𝑠)
𝑖

) = − log
𝑒sim(z(𝑓 )

𝑖
,z(𝑠 )
𝑖

)/𝜏∑
𝑣𝑘 ∈V𝐺𝑗

\𝑣𝑖 𝑒
sim(z(𝑓 )

𝑖
,z(𝑠 )
𝑘

)/𝜏
,

(5)
where B is a training batch containing multiple graph samples,
V𝐺 𝑗

is the node set of graph 𝐺 𝑗 , sim(·, ·) is the cosine similarity

function, 𝜏 is the temperature parameter, ℓ (z(𝑠)
𝑖
, z(𝑓 )
𝑖

) is calculated
following ℓ (z(𝑓 )

𝑖
, z(𝑠)
𝑖

).
Graph-level contrast focuses onmodeling the cross-view agree-

ment on each graph sample. Similar to node-level contrast, the
graph embeddings h(𝑓 )

𝐺
and h(𝑠)

𝐺
are transformed into graph-space

embeddings z(𝑓 )
𝐺

and z(𝑠)
𝐺

with MLP-based projection networks.
Then, we construct a graph-level contrastive loss for mutual agree-
ment maximization:

L𝑔𝑟𝑎𝑝ℎ =
1

2|B|
∑︁
𝐺𝑖 ∈B

[
ℓ (z(𝑓 )

𝐺𝑖
, z(𝑠)
𝐺𝑖

) + ℓ (z(𝑠)
𝐺𝑖
, z(𝑓 )
𝐺𝑖

)
]
,

ℓ (z(𝑓 )
𝐺𝑖
, z(𝑠)
𝐺𝑖

) = − log
𝑒
sim(z(𝑓 )

𝐺𝑖
,z(𝑠 )
𝐺𝑖

)/𝜏∑
𝐺 𝑗 ∈B\𝐺𝑖

𝑒
sim(z(𝑓 )

𝐺𝑖
,z(𝑠 )
𝐺𝑗

)/𝜏
,

(6)

where ℓ (z(𝑠)
𝐺𝑖
, z(𝑓 )
𝐺𝑖

) is calculated following ℓ (z(𝑓 )
𝐺𝑖
, z(𝑠)
𝐺𝑖

), and other
notations are similar to Eq. (5).

Group-level contrast targets to capture the patterns shared by
a group of graph samples. To this end, we first perform clustering
algorithm to find prototypes [20, 41, 42] (cluster centroids) and use
prototypical contrastive learning loss to maximize the agreement
between each sample and its corresponding prototype. Specifically,
for each graph𝐺𝑖 , we first concatenate h

(𝑓 )
𝐺𝑖

with h(𝑠)
𝐺𝑖

, and project it
into a group-space embedding z𝐺𝑖

. At the beginning of each epoch,
we perform k-means clustering over all group-space embeddings
and allocate prototype for each sample. Based on the prototypes

C = {c𝑖 }𝐾𝑖=1 defined as the average group-space embedding of each
cluster, the group-level contrastive loss can be calculated by:

L𝑔𝑟𝑜𝑢𝑝 = − 1
|B|

∑︁
𝐺𝑖 ∈B

log
𝑒sim(z𝐺𝑖

,c𝑗 )/𝜏 𝑗∑
𝑐𝑘 ∈C\𝑐 𝑗 𝑒

sim(z𝐺𝑖
,c𝑘 )/𝜏𝑘

, (7)

where 𝑐 𝑗 is the prototype corresponding to graph sample 𝐺𝑖 , 𝜏 𝑗
and 𝜏𝑘 are the concentration level-based temperatures [20] that
have positive correlation with the squared deviation of the 𝑗-th and
𝑘-th clusters, respectively. Intuitively, the cluster number 𝐾 should
be highly related to the class distribution of ID data. Although
this label information is unknown in unsupervised settings, we
empirically find that GOOD-D works well with a moderate 𝐾 value
owing to its low sensitivity to this hyper-parameter (see Sec. 5.5).

To learn the shared patterns at different levels simultaneously,
the hierarchical contrastive learning model is optimized by jointly
minimizing the above three loss functions:

L = L𝑛𝑜𝑑𝑒 + L𝑔𝑟𝑎𝑝ℎ + L𝑔𝑟𝑜𝑢𝑝 . (8)

4.3 Adaptive Training and OOD Scoring
Error-based OOD scoring. Through optimizing the loss function
(Eq. (8)), GOOD-D is able to capture the regularity information of
ID graph data at node, graph, and group levels. That is to say, given
an ID graph sample as input, the predicted error is expected to be
small, indicating the latent patterns of this sample highly match the
learned ones. Motivated by this, we calculate the OOD score based
on the predicted errors of testing samples. To be concrete, for an
input graph 𝐺𝑖 , the node-level OOD score 𝑠 (𝑛𝑜𝑑𝑒)

𝐺𝑖
and graph-level

OOD score 𝑠 (𝑔𝑟𝑎𝑝ℎ)
𝐺𝑖

are obtained by computing the node-level and
graph-level contrastive losses of this sample, respectively. In group-
level contrast, we do not perform the clustering algorithm on testing
data but allocate groups by selecting the closest prototype to its
group-space embedding. Then, the group-level OOD score 𝑠 (𝑔𝑟𝑜𝑢𝑝)

𝐺𝑖

is computed based on the similarity of prototype and group-space
embedding. In the simple version of GOOD-D, the OOD score is
the summation of the scores of three levels:

𝑠𝐺𝑖
= 𝑠

(𝑛𝑜𝑑𝑒)
𝐺𝑖

+ 𝑠 (𝑔𝑟𝑎𝑝ℎ)
𝐺𝑖

+ 𝑠 (𝑔𝑟𝑜𝑢𝑝)
𝐺𝑖

. (9)
Adaptive training and scoring. By adding the loss terms (via Eq.
(8)) at three levels, we can easily train an OOD detection model;
we can also obtain the OOD scores of the testing data based on
the predicted errors at different levels, as defined Eq. (9). However,
treating three terms equally would ignore the diverse sensitivities
at different levels, leading to sub-optimal performance. On the
one hand, different ID datasets may have their distinctive shared
patterns at different graph scale levels; on the other hand, it is not
trivial to manually tune the trade-off weights among three training
and testing terms, especially in unsupervised scenarios. To alleviate
this issue, we design an adaptive training and scoring mechanism
that automatically allocates the weights for loss and score terms.

Concretely, in training phase, we introduce the standard devia-
tions of predicted errors to balance the loss terms of different levels.
The adaptive loss function is computed by:

L = (𝜎𝑛𝑜𝑑𝑒 )𝛼L𝑛𝑜𝑑𝑒 + (𝜎𝑔𝑟𝑎𝑝ℎ)𝛼L𝑔𝑟𝑎𝑝ℎ + (𝜎𝑔𝑟𝑜𝑢𝑝 )𝛼L𝑔𝑟𝑜𝑢𝑝 , (10)
where 𝜎𝑛𝑜𝑑𝑒 , 𝜎𝑔𝑟𝑎𝑝ℎ and 𝜎𝑔𝑟𝑜𝑢𝑝 are the standard deviations of pre-
dicted errors of the corresponding levels, and 𝛼 ≥ 0 is a hyper-
parameter that controls the strength of self-adaptiveness. Our mo-
tivation is to punish the loss term with a larger deviation, thus our
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Table 1: OOD detection results in terms of AUC (in percent, mean ± std). The best and runner-up results are highlighted with
bold and underline, respectively.

ID dataset BZR PTC-MR AIDS ENZYMES IMDB-M Tox21 FreeSolv BBBP ClinTox Esol Avg.
RankOOD dataset COX2 MUTAG DHFR PROTEIN IMDB-B SIDER ToxCast BACE LIPO MUV

PK-LOF 42.22±8.39 51.04±6.04 50.15±3.29 50.47±2.87 48.03±2.53 51.33±1.81 49.16±3.70 53.10±2.07 50.00±2.17 50.82±1.48 11.9
PK-OCSVM 42.55±8.26 49.71±6.58 50.17±3.30 50.46±2.78 48.07±2.41 51.33±1.81 48.82±3.29 53.05±2.10 50.06±2.19 51.00±1.33 11.8
PK-iF 51.46±1.62 54.29±4.33 51.10±1.43 51.67±2.69 50.67±2.47 49.87±0.82 52.28±1.87 51.47±1.33 50.81±1.10 50.85±3.51 10.1
WL-LOF 48.99±6.20 53.31±8.98 50.77±2.87 52.66±2.47 52.28±4.50 51.92±1.58 51.47±4.23 52.80±1.91 51.29±3.40 51.26±1.31 9.3
WL-OCSVM 49.16±4.51 53.31±7.57 50.98±2.71 51.77±2.21 51.38±2.39 51.08±1.46 50.38±3.81 52.85±2.00 50.77±3.69 50.97±1.65 10.0
WL-iF 50.24±2.49 51.43±2.02 50.10±0.44 51.17±2.01 51.07±2.25 50.25±0.96 52.60±2.38 50.78±0.75 50.41±2.17 50.61±1.96 11.3
InfoGraph-iF 63.17±9.74 51.43±5.19 93.10±1.35 60.00±1.83 58.73±1.96 56.28±0.81 56.92±1.69 53.68±2.90 48.51±1.87 54.16±5.14 7.4
InfoGraph-MD 86.14±6.77 50.79±8.49 69.02±11.67 55.25±3.51 81.38±1.14 59.97±2.06 58.05±5.46 70.49±4.63 48.12±5.72 77.57±1.69 6.5
GraphCL-iF 60.00±3.81 50.86±4.30 92.90±1.21 61.33±2.27 59.67±1.65 56.81±0.97 55.55±2.71 59.41±3.58 47.84±0.92 62.12±4.01 7.7
GraphCL-MD 83.64±6.00 73.03±2.38 93.75±2.13 52.87±6.11 79.09±2.73 58.30±1.52 60.31±5.24 75.72±1.54 51.58±3.64 78.73±1.40 4.3
OCGIN 76.66±4.17 80.38±6.84 86.01±6.59 57.65±2.96 67.93±3.86 46.09±1.66 59.60±4.78 61.21±8.12 49.13±4.13 54.04±5.50 6.9
GLocalKD 75.75±5.99 70.63±3.54 93.67±1.24 57.18±2.03 78.25±4.35 66.28±0.98 64.82±3.31 73.15±1.26 55.71±3.81 86.83±2.35 4.1
GOOD-D𝑠𝑖𝑚𝑝 93.00±3.20 78.43±2.67 98.91±0.41 61.89±2.51 79.71±1.19 65.30±1.27 70.48±2.75 81.56±1.97 66.13±2.98 91.39±0.46 2.2
GOOD-D 94.99±2.25 81.21±2.65 99.07±0.40 61.84±1.94 79.94±1.09 66.50±1.35 80.13±3.43 82.91±2.58 69.18±3.61 91.52±0.70 1.2

model can better concentrate on capturing the shared patterns at
the corresponding level.

In inference phase, to balance the scores of different levels, we
employ z-score normalization based on the mean values and stan-
dard deviations of the predicted errors of training samples:

𝑠𝐺𝑖
=
𝑠
(𝑛𝑜𝑑𝑒)
𝐺𝑖

− 𝜇𝑛𝑜𝑑𝑒
𝜎𝑛𝑜𝑑𝑒

+
𝑠
(𝑔𝑟𝑎𝑝ℎ)
𝐺𝑖

− 𝜇𝑔𝑟𝑎𝑝ℎ
𝜎𝑔𝑟𝑎𝑝ℎ

+
𝑠
(𝑔𝑟𝑜𝑢𝑝)
𝐺𝑖

− 𝜇𝑔𝑟𝑜𝑢𝑝
𝜎𝑔𝑟𝑜𝑢𝑝

,

(11)
where 𝜇𝑛𝑜𝑑𝑒 , 𝜇𝑔𝑟𝑎𝑝ℎ , and 𝜇𝑔𝑟𝑜𝑢𝑝 are the mean values of predicted
errors of training samples of the corresponding levels. The intu-
ition is to normalize the score of each level with ID data and thus
highlight the OOD samples with a larger bias. Notably, 𝜇 and 𝜎 can
be computed based on the losses in the last epoch, requiring no
additional computational complexity.

4.4 Complexity Analysis
We analyze the time complexity of each component in GOOD-
D. For data augmentation, the structural encoding can be calcu-
lated at once during pre-processing phase, and the computational
complexities of random walk encoding and degree encoding are
O(𝑁𝑛𝑚𝑑 (𝑟𝑤)𝑠 ) and O(𝑁𝑛) respectively, where 𝑁 is the number
of graphs, 𝑛 is the (average) number of nodes, and 𝑚 is the (av-
erage) number of edges. For GNN encoders, the complexity is
O(𝑁𝐿𝑚𝑑ℎ + 𝑁𝐿𝑛𝑑2

ℎ
+ 𝑁𝑛𝑑ℎ (𝑑𝑓 + 𝑑𝑠 )), where 𝑑ℎ , 𝑑𝑓 , and 𝑑𝑠 are

the dimension of interval embedding, raw feature, and structural
encoding, respectively. For three contrastive learning modules, the
complexity of each 𝐿′-layer projection network is O(𝑁𝐿′𝑛𝑑2𝑝 ),
where 𝑑𝑝 = 𝐿𝑑ℎ is the dimension of projected embedding. The
complexities of contrastive losses are O(𝑁𝑛2𝑑𝑝 ), O(𝑁𝑏𝑑𝑝 ) and
O(𝑁𝐾𝑑𝑝 ) respectively, where𝑏 is the batch size. The 𝐼 -iter k-means
clustering further brings O(𝐼𝐾𝑁𝑑𝑝 ) complexity. In the inference
phase, the OOD scoring has a computational cost similar to the
forward propagation in each training step. The adaptive mecha-
nism does not cost extra computation. Thus, after ignoring the
smaller terms, the overall complexity of each training epoch is
O(𝑁𝐿𝑑ℎ (𝑚 + 𝑛2 + 𝑏 + 𝐼𝐾 + 𝑛𝐿𝐿′𝑑ℎ) + 𝑁𝑛𝑑ℎ (𝑑𝑓 + 𝑑𝑠 )).

5 EXPERIMENTS
In this section, we empirically evaluate the effectiveness of the
proposed GOOD-D framework. In particular, the experiments are
unfolded by answering the following research questions:
• RQ1: How effective is GOOD-D on identifying OOD graphs?
• RQ2: Can we apply GOOD-D to anomaly detection tasks?
• RQ3:What are the contributions of contrastive learning at dif-
ferent levels in GOOD-D framework?

• RQ4: Is GOOD-D sensitive to the hyper-parameters?
• RQ5: What kind of embeddings in each space and OOD score
distribution are learned by GOOD-D?

5.1 Experimental Settings
5.1.1 Datasets. Previous studies on OOD detection mainly focus
on image or language datasets, while few investigate OOD detection
on graph datasets. In this paper, inspired by existing studies [36, 62],
we establish a benchmark for graph-level OOD detection by using
different pairs of graph datasets as ID and OOD data, respectively.
We select 10 pairs of datasets from two mainstream graph data
benchmarks (i.e., TU datasets [31] and OGB [17]), where datasets
in each pair belong to the same field and have moderate domain
shift. We select 8 pairs of molecule datasets, 1 pair of bioinformatics
datasets, and 1 pair of social network datasets. 90% of ID samples
are used for training, and 10% of ID samples and the same number of
OOD samples are integrated together for testing. We also conduct
experiments on anomaly detection settings, where 15 datasets from
TU benchmark [31] are used for evaluation. Following the setting
in [29], the samples in minority class or real anomalous class are
viewed as anomalies, while the rest are viewed as normal data.
Similar to [29, 57], only normal data are used for model training.

5.1.2 Baselines. We compare GOOD-D and GOOD-D𝑠𝑖𝑚𝑝 (i.e.,
GOOD-D without adaptive training and scoring) with baseline
approaches in the following three categories:
Graphkernel+detector.This type ofmethods first extracts vector-
ized representations by graph kernels [46], and uses OOD/anomaly
detectors to identify OOD samples based on representations. We
take Weisfeiler-Lehman kernel (WL) [38] and propagation kernel
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Table 2: Anomaly detection results in terms of AUC (in percent, mean ± std). The best and runner-up results are highlighted
with bold and underline, respectively.

Method PK-OCSVM PK-iF WL-OCSVM WL-iF InfoGraph-iF GraphCL-iF OCGIN GLocalKD GOOD-D𝑠𝑖𝑚𝑝 GOOD-D
PROTEINS-full 50.49±4.92 60.70±2.55 51.35±4.35 61.36±2.54 57.47±3.03 60.18±2.53 70.89±2.44 77.30±5.15 74.74±2.28 71.97±3.86
ENZYMES 53.67±2.66 51.30±2.01 55.24±2.66 51.60±3.81 53.80±4.50 53.60±4.88 58.75±5.98 61.39±8.81 61.23±4.58 63.90±3.69
AIDS 50.79±4.30 51.84±2.87 50.12±3.43 61.13±0.71 70.19±5.03 79.72±3.98 78.16±3.05 93.27±4.19 94.09±1.75 97.28±0.69
DHFR 47.91±3.76 52.11±3.96 50.24±3.13 50.29±2.77 52.68±3.21 51.10±2.35 49.23±3.05 56.71±3.57 62.71±3.38 62.67±3.11
BZR 46.85±5.31 55.32±6.18 50.56±5.87 52.46±3.30 63.31±8.52 60.24±5.37 65.91±1.47 69.42±7.78 74.48±4.91 75.16±5.15
COX2 50.27±7.91 50.05±2.06 49.86±7.43 50.27±0.34 53.36±8.86 52.01±3.17 53.58±5.05 59.37±12.67 60.46±12.34 62.65±8.14
DD 48.30±3.98 71.32±2.41 47.99±4.09 70.31±1.09 55.80±1.77 59.32±3.92 72.27±1.83 80.12±5.24 72.24±1.82 73.25±3.19
NCI1 49.90±1.18 50.58±1.38 50.63±1.22 50.74±1.70 50.10±0.87 49.88±0.53 71.98±1.21 68.48±2.39 59.56±1.62 61.12±2.21
IMDB-B 50.75±3.10 50.80±3.17 54.08±5.19 50.20±0.40 56.50±3.58 56.50±4.90 60.19±8.90 52.09±3.41 65.49±1.06 65.88±0.75
REDDIT-B 45.68±2.24 46.72±3.42 49.31±2.33 48.26±0.32 68.50±5.56 71.80±4.38 75.93±8.65 77.85±2.62 87.87±1.38 88.67±1.24
COLLAB 49.59±2.24 50.49±1.72 52.60±2.56 50.69±0.32 46.27±0.73 47.61±1.29 60.70±2.97 52.94±0.85 62.10±0.63 72.08±0.90
HSE 57.02±8.42 56.87±10.51 62.72±10.13 53.02±5.12 53.56±3.98 51.18±2.71 64.84±4.70 59.48±1.44 69.18±1.89 69.65±2.14
MMP 46.65±6.31 50.06±3.73 55.24±3.26 52.68±3.34 54.59±2.01 54.54±1.86 71.23±0.16 67.84±0.59 70.18±1.14 70.51±1.56
p53 46.74±4.88 50.69±2.02 54.59±4.46 50.85±2.16 52.66±1.95 53.29±2.32 58.50±0.37 64.20±0.81 66.48±0.56 62.99±1.55
PPAR-gamma 53.94±6.94 45.51±2.58 57.91±6.13 49.60±0.22 51.40±2.53 50.30±1.56 71.19±4.28 64.59±0.67 66.85±2.19 67.34±1.71
Avg. Rank 8.7 7.7 6.9 7.5 6.5 6.9 3.5 3.1 2.3 1.7

(PK) [32] as kernels, and take local outlier factor (LOF) [2], one-class
SVM (OCSVM) [30], and isolation forest (iF) [23] as detectors.
GCL+detector. This type of methods generates representations
with state-of-the-art GCL methods, and discriminates OOD samples
with detectors based on learned representations. We select two
graph-level GCL methods (i.e., InfoGraph [40] and GraphCL [52])
for representation learning. Apart from iF detector [23], we also
considerMahalanobis distance-based (MD) detectorwhich is proved
to be effective for detecting OOD data [37, 62].
End-to-end. We compare our method with two graph anomaly
detection methods which are trained in an end-to-end manner. The
first method is OCGIN [57], where a GIN encoder is optimized with
a SVDD objective. The second method is GLocalKD [29] which
identifies anomalies via knowledge distillation.

5.1.3 Evaluation and Implementation. We evaluate our method
using a popular OOD detection metric, i.e., area under receiver
operating characteristic Curve (AUC). Higher AUC values indi-
cate better detection performance. We conduct all experiments by
repeating 5 times and report the mean AUC and standard devia-
tion. We perform grid search to select the key hyper-parameters
of GOOD-D. For all baselines, we also use the optimal parame-
ter settings from the corresponding papers or obtained by grid
search. The code and more implementation details are avail-
able at https://github.com/yixinliu233/G-OOD-D.

5.2 Performance on OOD Detection (RQ1)
To answer RQ1, we compare our proposed methods with 12 com-
peting methods. The AUC results are reported in Table 1. From the
comparison results, we make the following observations. 1) GOOD-
D outperforms all baselines on 8 groups of datasets and achieves
runner-up performance on the rest of datasets. Meanwhile, our
proposed method has the best average rank across all compared
methods. These results demonstrate the effectiveness of GOOD-
D in detecting OOD samples from various graph-structured data.
2) Compared to methods except for GOOD-D, GOOD-D𝑠𝑖𝑚𝑝 also
achieves very competitive results, indicating an average rank of
2.2. The results illustrate that equally considering the contrastive
learning in three levels is also powerful in OOD detection. However,

adaptively adjusting their contributions usually leads to optimal
results. 3) The end-to-end methods (i.e., GOOD-D, OCGIN, and GLo-
calKD) generally perform better than the two-stage methods. Such
an observation illustrates the significance of consistent learning ob-
jectives with OOD detection tasks. 4) Among all two-stage methods,
GCL methods with Mahalanobis detector demonstrate impressive
results in OOD detection. The results show that this competitive
solution for OOD detection on vision/language data [37, 62], to
certain extents, is also useful for graph-structured data. 5) The
graph kernel-based methods, unfortunately, do not show a clear
advantage over random guessing (AUC= 50%). Their performance
is possibly limited by: a) they fail to capture feature information;
b) they only focus on patterns at the motif level; c) they generate
representations and conduct OOD detection separately.

5.3 Performance on Anomaly Detection (RQ2)
To investigate if GOOD-D can generalize to anomaly detection
setting [29, 57], we conduct anomaly detection experiments on 15
datasets following the benchmark in [29]. The results are illustrated
in Table 2. From the results, we find that our proposed methods
also perform well in anomaly detection settings. The main reason
is that GOOD-D captures common patterns in three different scale
levels, leading to its strong power in modeling normal data. In
contrast, the baseline methods only consider one or two scale levels,
resulting in sub-optimal performance. Similar to the observations in
Section 5.2, we can also find that the end-to-end methods generally
outperform the two-stage methods, and the kernel-based methods
tend to perform worse than other baselines. These observations
show the effectiveness of some key designs in our methods, i.e.,
end-to-end training and feature/structure views construction.

5.4 Ablation Study (RQ3)
Our methods consider hierarchical graph contrastive learning with
contrasts in three levels, i.e., node level, graph level, and group level.
To verify the effectiveness of each component, we conduct experi-
ments on all combinations of them. To eliminate the influence of
adaptive training and scoring mechanism, we perform the ablation
study on GOOD-D𝑠𝑖𝑚𝑝 that equally combines three components
via unweighted summation. The experimental results on our OOD

https://github.com/yixinliu233/G-OOD-D
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Table 3: Ablation study results of GOOD-D𝑠𝑖𝑚𝑝 and its variants in terms of AUC (in percent, mean ± std).

L𝑛𝑜𝑑𝑒 L𝑔𝑟𝑎𝑝ℎ L𝑔𝑟𝑜𝑢𝑝
BZR PTC-MR AIDS ENZYMES IMDB-M Tox21 FreeSolv BBBP ClinTox Esol
COX2 MUTAG DHFR PROTEIN IMDB-B SIDER ToxCast BACE LIPO MUV

✓ - - 83.51±4.14 72.48±3.77 96.84±0.58 60.85±2.95 79.34±1.81 62.58±0.67 59.48±2.20 69.53±2.29 53.29±4.32 86.49±1.20
- ✓ - 87.44±4.66 77.84±3.71 97.60±1.05 56.74±1.96 75.22±1.91 65.07±1.32 78.40±6.44 77.66±2.29 70.11±2.44 89.57±2.80
- - ✓ 79.21±5.60 74.83±8.54 89.47±1.85 50.43±7.41 72.91±2.75 54.84±2.56 58.16±6.23 58.09±5.43 58.46±5.35 83.35±2.71
✓ ✓ - 93.14±3.63 77.53±4.02 98.90±0.42 61.48±3.46 79.55±1.35 65.44±1.13 71.45±4.23 80.43±2.57 65.89±4.57 90.94±1.16
✓ - ✓ 85.01±3.05 76.10±3.01 96.87±0.52 59.69±1.89 79.69±1.67 63.01±0.97 56.30±5.33 69.66±2.45 54.14±4.01 86.31±1.99
- ✓ ✓ 86.59±5.24 77.97±4.00 97.22±1.35 55.51±4.39 76.17±1.65 65.48±0.78 77.38±5.19 79.77±4.39 70.20±1.01 88.33±1.35
✓ ✓ ✓ 93.00±3.20 78.43±2.67 98.91±0.41 61.89±2.51 79.71±1.19 65.30±1.27 70.48±2.75 81.56±1.97 66.13±2.98 91.39±0.46
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Figure 3: Parameter sensitivity of 𝐾 and 𝛼 .

detection benchmark are reported in Table 3, which brings the fol-
lowing observations. First, GOOD-D𝑠𝑖𝑚𝑝 that uses all components
(the last row) achieves the best results on 6 out of 10 datasets, and
has promising performance on the rest datasets. This observation
indicates the effectiveness of jointly executing contrastive learning
of multiple graph levels for OOD detection. Second, contrastive
learning at each level brings considerable contribution, while graph-
level contrast generally contributes more. This observation verifies
the effectiveness of each component. Third, compared to consid-
ering an individual component, combining the contrasts at two
levels usually improves the performance. The possible reason is
that contrasts at different levels would expose the OOD patterns
from different perspectives, leading to more comprehensive detec-
tion performance. Fourth, on some datasets, directly adding the
loss/score terms may lead to sub-optimal results, which illustrates
the significance of introducing an adaptive mechanism. Taking
dataset pair FreeSolv/ToxCast as an example, the performance of
GOOD-D𝑠𝑖𝑚𝑝 (70.48%) is lower than which of only using graph-
level contrast (78.40%); by considering the adaptive mechanism in
GOOD-D, the AUC can increase to 80.13%.

5.5 Parameter Study (RQ4)
Cluster number 𝐾 .We study the sensitivity of GOOD-D w.r.t. the
cluster number 𝐾 by varying 𝐾 as {2, 3, 5, 10, 15, 20, 30}. As shown
Fig. 3(a), the best selection of𝐾 for different dataset pairs is quiet dif-
ferent. For instance, PTC-MR/MUTAG needs fewer clusters (𝐾 = 2),
while a larger 𝐾 is preferred by ENZYMES/PROTEIN. We conjec-
ture that the best selection of𝐾 is highly related to the properties of
ID datasets, such as the number of categories. Fortunately, GOOD-
D is not very sensitive to this hyper-parameter, and a moderate
value (i.e., 𝐾 = 5, 10, 15) usually result in respectable performance.
Self-adaptiveness strength 𝛼 . To analyze the sensitivity of 𝛼 for
GOOD-D, we alter the value of 𝛼 from 0 to 1. The AUC w.r.t dif-
ferent selection of 𝛼 is plotted in Fig. 3(b). From the figure, we can
find that the AUC would drop slightly when 𝛼 = 0, illustrating
the significance of self-adaptive mechanism for loss function. In
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Figure 4: Visualization on AIDS/DHFR dataset pair. (a)-(e):
t-SNE visualization of testing sample embeddings (emb.) of
feature (feat.) or structure (str.) view at different embedding
spaces. (f): OOD scores of GOOD-D on testing samples.

general, the performance is relatively stable across different values
of 𝛼 , and the best results often occur when 𝛼 is between 0.2 and 0.8.

5.6 Visualization (RQ5)
To answer RQ5, we use t-SNE [43] to visualize the embeddings
learned by GOOD-D at different spaces. Fig. 4(a)-(e) show that the
ID samples and OOD samples are well separated in each embedding
space. We also visualize the distribution of OOD scores learned by
GOOD-D in Fig. 4(f). We can observe that the OOD samples tend to
have OOD scores that are greater than 7, while the ID samples are
given smaller scores (𝑠 < 4). Such a clear scoring boundary leads to
the superior OOD detection performance of GOOD-D.

6 CONCLUSION
In this paper, we make the first attempt toward detecting out-of-
distribution (OOD) samples from graph-structured data. To tackle
this problem, we propose a novel OOD detection method termed
GOOD-D, which learns the attributive and structural patterns from
training in-distribution (ID) by a carefully-crafted hierarchical graph
contrastive learning framework. In GOOD-D, the contrasts at node,
graph, and group levels are jointly conducted by maximizing the
mutual agreement between feature and structure graph view, and a
self-adaptive mechanism is designed to balance the trade-off among
the learning objectives and learned OOD scores at three levels. Ex-
tensive experiments demonstrate the superiority of GOOD-D over
the baseline methods in a series of real-world benchmarks.



GOOD-D: On Unsupervised Graph Out-Of-Distribution Detection WSDM ’23, February 27–March 3, 2023, Singapore, Singapore.

ACKNOWLEDGMENTS
Thisworkwas supported byARC Future Fellowship (No. FT210100097),
Amazon Research Award, ONR (No. N00014-21-1-4002), ARO (No.
W911NF2110030), ARL (No.W911NF2020124), andNSF (No. 2229461).

REFERENCES
[1] Yunsheng Bai, Hao Ding, Song Bian, Ting Chen, Yizhou Sun, and Wei Wang.

2019. Simgnn: A neural network approach to fast graph similarity computation.
In WSDM. 384–392.

[2] Markus M Breunig, Hans-Peter Kriegel, Raymond T Ng, and Jörg Sander. 2000.
LOF: identifying density-based local outliers. In SIGMOD. 93–104.

[3] Ting Chen, Simon Kornblith, Mohammad Norouzi, and Geoffrey Hinton. 2020.
A simple framework for contrastive learning of visual representations. In ICML.
PMLR, 1597–1607.

[4] Michaël Defferrard, Xavier Bresson, and Pierre Vandergheynst. 2016. Convolu-
tional neural networks on graphs with fast localized spectral filtering. In NeurIPS.

[5] Kaize Ding, Jundong Li, Nitin Agarwal, and Huan Liu. 2021. Inductive anomaly
detection on attributed networks. In IJCAI.

[6] Kaize Ding, Jundong Li, Rohit Bhanushali, and Huan Liu. 2019. Deep anomaly
detection on attributed networks. In SDM. SIAM, 594–602.

[7] Kaize Ding, Yancheng Wang, Yingzhen Yang, and Huan Liu. 2022. Eliciting
Structural and Semantic Global Knowledge in Unsupervised Graph Contrastive
Learning. arXiv preprint arXiv:2202.08480 (2022).

[8] Kaize Ding, Zhe Xu, Hanghang Tong, and Huan Liu. 2022. Data augmentation
for deep graph learning: A survey. arXiv preprint arXiv:2202.08235 (2022).

[9] Vijay Prakash Dwivedi, Chaitanya K Joshi, Thomas Laurent, Yoshua Bengio, and
Xavier Bresson. 2020. Benchmarking graph neural networks. arXiv preprint
arXiv:2003.00982 (2020).

[10] Vijay Prakash Dwivedi, Anh Tuan Luu, Thomas Laurent, Yoshua Bengio, and
Xavier Bresson. 2022. Graph Neural Networks with Learnable Structural and
Positional Representations. In ICLR.

[11] Shaohua Fan, Xiao Wang, Chuan Shi, Peng Cui, and Bai Wang. 2021. General-
izing Graph Neural Networks on Out-Of-Distribution Graphs. arXiv preprint
arXiv:2111.10657 (2021).

[12] Izhak Golan and Ran El-Yaniv. 2018. Deep anomaly detection using geometric
transformations. In NeurIPS.

[13] Will Hamilton, Zhitao Ying, and Jure Leskovec. 2017. Inductive representation
learning on large graphs. In NeurIPS, Vol. 30.

[14] Kaveh Hassani and Amir Hosein Khasahmadi. 2020. Contrastive multi-view
representation learning on graphs. In ICML. PMLR, 4116–4126.

[15] Kaiming He, Haoqi Fan, Yuxin Wu, Saining Xie, and Ross Girshick. 2020. Mo-
mentum contrast for unsupervised visual representation learning. In CVPR.

[16] Dan Hendrycks and Kevin Gimpel. 2017. A Baseline for Detecting Misclassified
and Out-of-Distribution Examples in Neural Networks. In ICLR.

[17] Weihua Hu, Matthias Fey, Marinka Zitnik, Yuxiao Dong, Hongyu Ren, Bowen
Liu, Michele Catasta, and Jure Leskovec. 2020. Open graph benchmark: Datasets
for machine learning on graphs. In NeurIPS, Vol. 33. 22118–22133.

[18] Thomas N. Kipf and Max Welling. 2017. Semi-Supervised Classification with
Graph Convolutional Networks. In ICLR.

[19] Haoyang Li, Xin Wang, Ziwei Zhang, and Wenwu Zhu. 2022. Out-of-distribution
generalization on graphs: A survey. arXiv preprint arXiv:2202.07987 (2022).

[20] Junnan Li, Pan Zhou, Caiming Xiong, and Steven Hoi. 2021. Prototypical Con-
trastive Learning of Unsupervised Representations. In ICLR.

[21] Qingbiao Li, Fernando Gama, Alejandro Ribeiro, and Amanda Prorok. 2020. Graph
neural networks for decentralized multi-robot path planning. In IROS.

[22] Shiyu Liang, Yixuan Li, and R Srikant. 2018. Enhancing The Reliability of Out-of-
distribution Image Detection in Neural Networks. In ICLR.

[23] Fei Tony Liu, Kai Ming Ting, and Zhi-Hua Zhou. 2008. Isolation forest. In ICDM.
[24] Xiao Liu, Fanjin Zhang, Zhenyu Hou, Li Mian, Zhaoyu Wang, Jing Zhang, and

Jie Tang. 2021. Self-supervised learning: Generative or contrastive. TKDE (2021).
[25] Yixin Liu, Ming Jin, Shirui Pan, Chuan Zhou, Yu Zheng, Feng Xia, and Philip Yu.

2022. Graph self-supervised learning: A survey. TKDE (2022).
[26] Yixin Liu, Zhao Li, Shirui Pan, Chen Gong, Chuan Zhou, and George Karypis.

2021. Anomaly detection on attributed networks via contrastive self-supervised
learning. TNNLS (2021).

[27] Yixin Liu, Yu Zheng, Daokun Zhang, Hongxu Chen, Hao Peng, and Shirui Pan.
2022. Towards unsupervised deep graph structure learning. In WWW.

[28] Xuexiong Luo, Jia Wu, Amin Beheshti, Jian Yang, Xiankun Zhang, Yuan Wang,
and Shan Xue. 2022. ComGA: Community-Aware Attributed Graph Anomaly
Detection. In WSDM. 657–665.

[29] RongrongMa, Guansong Pang, Ling Chen, and Anton van denHengel. 2022. Deep
Graph-level Anomaly Detection by Glocal Knowledge Distillation. In WSDM.

[30] Larry M Manevitz and Malik Yousef. 2001. One-class SVMs for document classi-
fication. JMLR 2, Dec (2001), 139–154.

[31] Christopher Morris, Nils M. Kriege, Franka Bause, Kristian Kersting, Petra Mutzel,
and Marion Neumann. 2020. TUDataset: A collection of benchmark datasets for
learning with graphs. In ICML Workshop.

[32] Marion Neumann, Roman Garnett, Christian Bauckhage, and Kristian Kersting.
2016. Propagation kernels: efficient graph kernels from propagated information.
Machine Learning 102, 2 (2016), 209–245.

[33] Jiezhong Qiu, Qibin Chen, Yuxiao Dong, Jing Zhang, Hongxia Yang, Ming Ding,
Kuansan Wang, and Jie Tang. 2020. GCC: Graph contrastive coding for graph
neural network pre-training. In SIGKDD. 1150–1160.

[34] Jie Ren, Peter J Liu, Emily Fertig, Jasper Snoek, Ryan Poplin, Mark Depristo,
Joshua Dillon, and Balaji Lakshminarayanan. 2019. Likelihood ratios for out-of-
distribution detection. In NeurIPS, Vol. 32.

[35] Lukas Ruff, Robert Vandermeulen, Nico Goernitz, Lucas Deecke, Shoaib Ahmed
Siddiqui, Alexander Binder, Emmanuel Müller, and Marius Kloft. 2018. Deep
one-class classification. In ICML. PMLR, 4393–4402.

[36] Marco Schreyer, Timur Sattarov, Damian Borth, Andreas Dengel, and Bernd
Reimer. 2017. Detection of anomalies in large scale accounting data using deep
autoencoder networks. arXiv preprint arXiv:1709.05254 (2017).

[37] Vikash Sehwag, Mung Chiang, and Prateek Mittal. 2021. SSD: A Unified Frame-
work for Self-Supervised Outlier Detection. In ICLR.

[38] Nino Shervashidze, Pascal Schweitzer, Erik Jan Van Leeuwen, Kurt Mehlhorn,
and Karsten M Borgwardt. 2011. Weisfeiler-lehman graph kernels. JMLR 12, 9
(2011).

[39] Maximilian Stadler, Bertrand Charpentier, Simon Geisler, Daniel Zügner, and
Stephan Günnemann. 2021. Graph posterior network: Bayesian predictive uncer-
tainty for node classification. In NeruIPS, Vol. 34. 18033–18048.

[40] Fan-Yun Sun, Jordon Hoffman, Vikas Verma, and Jian Tang. 2020. InfoGraph:
Unsupervised and Semi-supervised Graph-Level Representation Learning via
Mutual Information Maximization. In ICLR.

[41] Yue Tan, Guodong Long, Lu Liu, Tianyi Zhou, Qinghua Lu, Jing Jiang, and
Chengqi Zhang. 2022. Fedproto: Federated prototype learning across heteroge-
neous clients. In AAAI, Vol. 1. 3.

[42] Yue Tan, Guodong Long, Jie Ma, Lu Liu, Tianyi Zhou, and Jing Jiang. 2022.
Federated Learning from Pre-Trained Models: A Contrastive Learning Approach.
In NeurIPS.

[43] Laurens Van der Maaten and Geoffrey Hinton. 2008. Visualizing data using t-SNE.
JMLR 9, 11 (2008).

[44] Petar Velickovic, William Fedus, William L Hamilton, Pietro Liò, Yoshua Bengio,
and R Devon Hjelm. 2020. Deep Graph Infomax.. In ICLR.

[45] Petar Veličković, Guillem Cucurull, Arantxa Casanova, Adriana Romero, Pietro
Liò, and Yoshua Bengio. 2018. Graph Attention Networks. In ICLR.

[46] S Vichy N Vishwanathan, Nicol N Schraudolph, Risi Kondor, and Karsten M
Borgwardt. 2010. Graph kernels. JMLR 11 (2010), 1201–1242.

[47] Yingheng Wang, Yaosen Min, Xin Chen, and Ji Wu. 2021. Multi-view graph con-
trastive representation learning for drug-drug interaction prediction. In WWW.

[48] Felix Wu, Amauri Souza, Tianyi Zhang, Christopher Fifty, Tao Yu, and Kilian
Weinberger. 2019. Simplifying graph convolutional networks. In ICML. PMLR.

[49] Zhi-FanWu, TongWei, Jianwen Jiang, Chaojie Mao, Mingqian Tang, and Yu-Feng
Li. 2021. NGC: a unified framework for learning with open-world noisy data. In
CVPR. 62–71.

[50] Keyulu Xu, Weihua Hu, Jure Leskovec, and Stefanie Jegelka. 2019. How Powerful
are Graph Neural Networks?. In ICLR.

[51] Jiaxuan You, Rex Ying, and Jure Leskovec. 2019. Position-aware graph neural
networks. In ICML. PMLR, 7134–7143.

[52] Yuning You, Tianlong Chen, Yongduo Sui, Ting Chen, Zhangyang Wang, and
Yang Shen. 2020. Graph contrastive learning with augmentations. In NeurIPS,
Vol. 33. 5812–5823.

[53] Junliang Yu, Hongzhi Yin, Jundong Li, Qinyong Wang, Nguyen Quoc Viet Hung,
and Xiangliang Zhang. 2021. Self-supervised multi-channel hypergraph convolu-
tional network for social recommendation. In WWW. 413–424.

[54] Hanqing Zeng, Hongkuan Zhou, Ajitesh Srivastava, Rajgopal Kannan, and Viktor
Prasanna. 2020. GraphSAINT: Graph Sampling Based Inductive Learning Method.
In ICLR.

[55] He Zhang, Bang Wu, Xingliang Yuan, Shirui Pan, Hanghang Tong, and Jian Pei.
2022. Trustworthy Graph Neural Networks: Aspects, Methods and Trends. arXiv
preprint arXiv:2205.07424 (2022).

[56] Muhan Zhang and Yixin Chen. 2018. Link prediction based on graph neural
networks. In NeurIPS, Vol. 31.

[57] Lingxiao Zhao and Leman Akoglu. 2021. On using classification datasets to
evaluate graph outlier detection: Peculiar observations and new insights. Big
Data (2021).

[58] Xujiang Zhao, Feng Chen, Shu Hu, and Jin-Hee Cho. 2020. Uncertainty aware
semi-supervised learning on graph data. In NeurIPS, Vol. 33. 12827–12836.

[59] Xin Zheng, Miao Zhang, Chunyang Chen, Chaojie Li, Chuan Zhou, and Shirui
Pan. 2022. Multi-Relational Graph Neural Architecture Search with Fine-grained
Message Passing. In ICDM.

[60] Yizhen Zheng, Shirui Pan, Vincent Cs Lee, Yu Zheng, and Philip S Yu. 2022.
Rethinking and Scaling Up Graph Contrastive Learning: An Extremely Efficient



WSDM ’23, February 27–March 3, 2023, Singapore, Singapore. Liu et al.

Approach with Group Discrimination. In NeurIPS.
[61] Yizhen Zheng, Yu Zheng, Xiaofei Zhou, Chen Gong, Vincent Lee, and Shirui Pan.

2022. Unifying Graph Contrastive Learning with Flexible Contextual Scopes. In
ICDM.

[62] Wenxuan Zhou, Fangyu Liu, and Muhao Chen. 2021. Contrastive Out-of-
Distribution Detection for Pretrained Transformers. In EMNLP. 1100–1111.

[63] Yanqiao Zhu, Yichen Xu, Feng Yu, Qiang Liu, Shu Wu, and Liang Wang. 2021.
Graph contrastive learning with adaptive augmentation. In WWW. 2069–2080.


	Abstract
	1 Introduction
	2 Related Work
	3 Problem Definition
	4 Methodology
	4.1 Perturbation-free Graph Data Augmentation
	4.2 Hierarchical Graph Contrastive Learning
	4.3 Adaptive Training and OOD Scoring
	4.4 Complexity Analysis

	5 Experiments
	5.1 Experimental Settings
	5.2 Performance on OOD Detection (RQ1)
	5.3 Performance on Anomaly Detection (RQ2)
	5.4 Ablation Study (RQ3)
	5.5 Parameter Study (RQ4)
	5.6 Visualization (RQ5)

	6 Conclusion
	Acknowledgments
	References

